
GCE Further Mathematics, A2 Unit 5, Further Statistics B
Topic 5.1 Samples and populations

Other useful facts to know include:

 ◆ Mean and variance of a binomial distribution are  
𝑛𝑝 and 𝑛𝑝 (1 − 𝑝 ) respectively 

 ◆ Mean and variance of a Poisson distribution are 
both 𝜆

 ◆ Mean and  variance of a pd f 𝑓(𝑥) are given by 
E(𝑋) = ∫𝑥𝑓(𝑥) d 𝑥 and 

Var(𝑋) = ∫𝑥2 𝑓(𝑥) d 𝑥 − (E(𝑋) ) 2

For a function 𝑈 to be an unbiased estimator for 𝜃, 
then

E(𝑈 ) = 𝜃

When choosing between two unbiased  estimators for 
𝜃, the better one is the one with the smaller variance.

For            ,  where 𝑋 is the number of successes in 𝑛
ind epend ent Bernoulli trials,  

and

For a rand om sample of 𝑛 ind epend ent observations
from a d istribution having mean 𝜇 and variance 𝜎2,  an 
unbiased  estimator of 𝜎2 (population variance)  is 

Although a more helpful and  practical formula is

Distribution of a sample mean from a Normal 
d istribution with population mean 𝜇 and variance 𝜎2 is 

Example

A survey  of 800 people shows that 352 people prefer 
d ark chocolate to milk chocolate. Find  unbiased  
estimators of the mean and standard error of the 
proportion of people who prefer d ark chocolate to milk 
chocolate.

Example

The continuous rand om variable 𝑋 has probability d ensity function
𝑓 given by 

        𝑓(𝑥) =  0      otherwise, 
        where 0 < 𝜃 < 2

  
(a)  Find  E(𝑋) .                       

(b)  Express P(𝑋 > 0) in terms of 𝜃.

(c)  For a rand om sample of 𝑛 observations of 𝑋, let 𝑋 denote the 
sample mean and  let 𝑌 d enote the number of positive observations.
Show that 

Since E(𝑇1)  =  𝜃 and E(𝑇2)  =  𝜃 they are unbiased estimators of 𝜃.

(d )  Determine which of 𝑇1  and  𝑇2 is the better estimate for 𝜃.
 

Since Var(𝑇1 )  < Var(𝑇2)  𝑇1  is the better estimator of 𝜃

Example

A manufacturer of certain ty pes of batteries tests 1 0 
batteries to see how long they  will last with reasonable 
use. The results,  in hours,  are shown below:

3∙5,  3∙7,  3∙6,  3∙9,  3∙0,  
3∙5,  3∙5,  3∙6,  3∙9,  3∙2

You may  assume that this is a rand om sample from a 
Normal d istribution with mean 𝜇 and variance 𝜎2. 

Calculate unbiased  estimates of 𝜇 and 𝜎2.


